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Abstract: When document corpus is very large, we often need to reduce the number of 
features using technique such as NMF. It is not possible to apply conventional Non-negative 
Matrix Factorization (NMF) to find the factors for billion by million matrix as the matrix may 
not fit in memory. Here we propose Online NMF for updating the factors when new data 
comes in without recomputing from scratch. We will apply Online NMF on a small subset of 
documents and cluster all the documents in low dimensional space using means algorithm. 
We will experimentally show that by processing small subsets of documents we will be able 
to learn meaningful topics, which are similar and in some cases better than the NMF 
baseline. We will also give the mathematical proof. 
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INTRODUCTION 

Document Clustering is the process of collecting similar documents into clusters. Many 
document clustering techniques have been developed because of application in information 
retrieval, web navigation, pattern recognition and organization of huge volumes of text 
documents. These techniques can be broadly divided into categories: 

Hierarchical- The algorithms find successive clusters using the existing clusters in top-down or 
bottom-up manner. 

Partitioning(flat clustering)-This approach divides the documents into disjoint clusters. The 
various methods in this category are : k-means clustering, probabilistic clustering using the 
Naive Bayes or Gaussian model, latent semantic indexing (LSI), spectral clustering, and 
Nonnegative Matrix Factorization(NMF). 

If data is in high dimensions then applying traditional k-means or Hierarchical clustering is not 
feasible. Before applying any clustering we have to reduce the dimensionality of data. In the 
low-dimensional semantic space, the traditional clustering algorithms can be then applied. To 
serve this purpose, spectral clustering, clustering using LSI and clustering based on nonnegative 
matrix factorization are the most well-known techniques. Recent studies show that clustering 
based on Nonnegative Matrix Factorization outperforms the other two. The reason behind this 
is NMF method focuses on the global geometrical structure of document space while clustering 
using LSI does not. 

The Nonnegative Matrix Factorization problem can be stated as follows: 

Given a nonnegative   and a positive integer k < min{d,n}, find nonnegative matrices 
 and to minimize the function: 

         (1) 

The product is called a nonnegative matrix factorization of V. It is not possible to find a 
unique solution to the above problem as the function is non-convex in terms of W and H. Also, 
we can prove that  is another solution for any non negative invertible matrix D4 

A. Applications and Need of the Project 

 Text mining 

NMF can be used for text mining applications. In this process, a document-term matrix is 
constructed with the weights of various terms (typically weighted word frequency information) 
from a set of documents. This matrix is factored into a term-feature and a feature-document 
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matrix. The features are derived from the contents of the documents, and the feature-
document matrix describes data clusters of related documents. One specific application used 
hierarchical NMF on a small subset of scientific abstracts from PubMed. Another research 
group clustered parts of the Enron email dataset with 65,033 messages and 91,133 terms into 
50 clusters. NMF has also been applied to citations data, with one example clustering Wikipedia 
articles and scientific journals based on the outbound scientific citations in Wikipedia. Arora, Ge 
and Moitra (2012) have given polynomial-time algorithms to learn topic models using NMF. The 
algorithm assumes that the topic matrix satisfies a separability condition that is often found to 
hold in these settings. 

 Spectral data analysis 

NMF is also used to analyze spectral data; one such use is in the classification of space objects 
and debris. 

 Scalable Internet distance prediction 

NMF is applied in scalable Internet distance (round-trip time) prediction. For a network with N 
hosts, with the help of NMF, the distances of all the N2 end-to end links can be predicted after 
conducting only O(N) measurements. This kind of method was firstly introduced in Internet 
Distance Estimation Service (IDES).Afterwards, as a fully decentralized approach, Phoenix 
network coordinate system is proposed. It achieves better overall prediction accuracy by 
introducing the concept of weight. 

 Bioinformatics 

NMF has been successfully applied to bioinformatics. 

B. Preliminary Survey and Need Analysis through leading Technical; Literature 

To find the approximate nonnegative factors W and H for V, there are many algorithms 
proposed, such as 

 

1) Multiplicative Update rule: The most popular algorithm for the NMF problem uses the 
multiplicative rules suggested by Lee and Seung [4]. To formulate these rules, we choose to 
fix one of the factors (i.e. W or H) and try to minimize the cost function with respect to the 
other factor. 
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Where  is element wise matrix multiplication. 

 

2) Alternating Least Square: The first algorithm proposed for solving the nonnegative matrix 
factorization was the alternating least squares method. It is known that, fixing either W or H, 
the problem becomes a least squares problem with nonnegativity constraints. 

Since the least squares problems in Algorithm 2 can be perfectly decoupled into smaller 
problems corresponding to the columns or rows of V, we can directly apply methods for the 
Nonnegative Least Square problem to each of the small problems. 

 

              

 

Many algorithms are proposed to solve ALS such as active set method [6]. 

 

3) Block principle pivoting method(BPB): This algorithm builds upon the block principal 
pivoting method for the nonnegativity constrained least squares problem that overcomes some 
limitations of active set methods [7]. 

4) Projected Gradient descent(PGD): The Projected Gradient Method techniques can be 
applied to NMF [5]. 
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where <.,.> is the sum of the elementwise product of two matrices, and  and 
 are the gradients of f with respect to W and H respectively.\ 

5) Graph Regularized NMF(GNMF): In GNMF, an affinity graph is constructed to encode the 
geometrical information, and to find a matrix factorization which respects the graph structure 
[3]. 

The low dimensional representation of  with respect to the new basis is . To 
measure the smoothness of the low dimensional representation, we can use  

 

Where  is the Euclidean distance,  denotes the trace of a matrix, G is graph weight 
matrix, D is a diagonal matrix whose entries are row sums of G,  L= D - G which is 
called graph Laplacian. 

For each data point in V, we find its p nearest neighbors and put edges between them. There 
are many choices to define the graph weight matrix G on the graph. The most commonly used 
are as follows: 

1) 0-1 weighting if and only if nodes i and j are connected by an edge. 
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2) Heat kernel weighting If nodes i and j are connected, put 

                   (2) 

Heat kernel has an intrinsic connection to the Laplace 

Beltrami operator on differentiable functions on a manifold[9]. 

3) Dot-product weighting If nodes i and j are connected, 

put 

      

The objective function is defined as follows, 

 

      

 
The GNMF algorithm is shown in algorithm 4. 
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The objective function (O) of GNMF is gradient descent [12]. Gradient descent leads to the 
following additive update rules: 

                           (6) 

                          (7) 

The and  are step size parameters. As long as  and  are sufficiently small, the above 
updates should reduce O unless W and H are at a stationary point. 

 
The GNMF multiplicative updating rules are special cases of gradient descent with an automatic 
step parameter selection. 

C. Brief Outline of the current topic Or Work 

Current research in nonnegative matrix factorization includes, 
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 Algorithmic: searching for global minima of the factors and factor initialization. 

 Scalability: how to factorize million-by-billion matrices, which are commonplace in Web-
scale data mining, e.g., see Distributed Nonnegative Matrix Factorization(DNMF). 

 Online: how to update the factorization when new data comes in without recomputing from 
scratch. 

 

D. Scope of the intended work 

Online NMF (Non-negative matrix factorization) is a recently developed method for real time 
data analysis in an online context. Non-negative matrix factorization in the past has been used 
for static data analysis and pattern recognition. In the past it has been used for facial 
recognition and spectral data analysis, however due to the time and memory expensive nature 
of NMF algorithms, PCA, SVD, and Pearson correlation based methods have been used instead. 
However ,the fact that data can be recreated as a linear combination of the set of resolved 
”basis” data is advantageous in some lines of study. One such use is for collaborative filtering in 

recommendation systems where it is advantageous to know not only how much two individuals 
are alike, which can be derived from the Pearson correlation, but also in what ways are they 
alike. The purpose of the online NMF algorithm is to perform rapid NMF analysis so that 
recommendations can be produced in real time. 

PROPOSED WORK 

As electronic documents become available in streams over time, their content contains a strong 
temporal ordering. Considering the time information is essential to better understand the 
underlying topics and track their evolution and spread within their domain. In addition, instead 
of analyzing large collections of time-stamped text documents as archives in an off-line fashion, 
it is more practical for genuine applications to analyze, summarize, and categorize the stream 
of text data at the time of its arrival. For example, as news arrives in 

streams, organizing it as threads of relevant articles is more efficient and convenient. In 
addition, there is a great potential to rely on automated systems to track current topics of 
interest and identify emerging trends in online digital libraries and scientific literature. 

Also in real-world applications with large-scale high dimension data, where nd is extremely 
large, it would be difficult to apply a conventional NMF algorithm directly. For example, 20NG 
dataset contains nearly n  20000 documents with dimension d 70000. Then the size of 

matrix V becomes , which clearly does not fit in memory. Specifically we are interested in 
online soft clustering of a large collection of documents in high dimensions. 
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BACKGROUND 

If data is online or evolving, we have to process the data at once to find the combined factor. 
But the iterative update method for solving NMF problem is computationally expensive. 
Processing already processed data wastes resources. To overcome this problem, Bin Cao 
et.al.[1] suggested online NMF. Fei Wang et.al.[2] proposed another improved algorithm to 
serve the same purpose. 

The loss function (1) can be decomposed as, 

 

 

is minimized for all i. 

Thus, we can solve n independent Nonnegative Least Square (NLS) problems and aggregate the 
solution as, 

 

 

 

Which is a typical nonnegative least square (NLS) problem. We can solve it using Algorithm 2 or 
3 or BPB method. Update W by minimizing the following loss function, 

 

  

 

we can apply the projected gradient descent (PGD) as per Algorithm 3.  

 

  

 Following two terms represent the first and second-order 
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information at time t 

  

 

A. First Order PGD 

The first order PGD method updates  by the following 

rule starting with some initial  

 

   

B. Second Order PGD 

   

One disadvantage of the first order PGD is that we need to carefully choose the step size and its 
convergence could be quite slow. To make the PGD algorithm parameter free with faster 
convergence, we can make use of the second-order information [13] by utilizing the Hessian 
with the following updating rule: 

   

Where  is inverse of the Hessian matrix. Exact 

calculation of the inverse of the Hessian matrix becomes time-consuming when the number of 
clusters (r) becomes large. There are two common strategies for approximating the Hessian 
inverse: 

 Diagonal Approximation (DA) [10] It only uses the diagonal line of the Hessian matrix to 
approximate the whole matrix. 

 Conjugate Gradient (CG) [11] This method exploits the fact that what we really need is the 
product of a matrix and the inverse of the Hessian. 
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The Online NMF(ONMF) algorithm proposed by Fei Wang et.al.[2] is shown in algorithm 5. 

 

 

CONCLUSION AND FUTURE WORK 

 We implemented the existing Online NMF algorithm and got poor results. 

 We will come up with a improved algorithm. 

 We will try to give mathematical proof for our algorithm. 
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