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Abstract: In current times, the research center on geographic routing, and a promising routing idea in 

wireless sensor networks (WSNs) is shifting in the direction of duty-cycled WSNs in which sensors are sleep 
scheduled to decrease energy utilization. However, except the connected-k neighborhood (CKN) sleep 
scheduling algorithm and the geographic routing oriented sleep scheduling (GSS) algorithm, almost all research 
work about geographic routing in duty-cycled WSNs has focused on the geographic forwarding mechanism; 
further, Sleep scheduling is a broadly used approach for reduction the energy of sensor nodes and prolonging 
the life span of a wireless sensor network (WSN). The lower the duty cycle is, the longer the network life span 
will be. However, sleep scheduling brings massive challenge to the plan of proficient circulated routing 
protocols for multi-hop duty-cycled WSNs. This issue has attracted much notice and different routing protocols 
have been proposed. In this article we first review the fundamental issues in the plan of routing protocols for 
such networks, and then classify presented protocols based on dissimilar plan criteria. We then current an 
analysis of state-of-the-art routing protocols in this region. We show how dissimilar work protocols and talk 
about their qualities and deficiency. Finally, we point out some future plan for routing in duty-cycled wireless 
sensor networks. 
Keywords: Connected-k neighborhood (CKN), duty-cycle, geographic routing, mobility, TPGF, and wireless 

sensor networks (WSNs). 
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INTRODUCTION 

Geographic routing a promising routing plan within wireless sensor networks (WSNs) [5] , due 

to its straightforwardness, scalability and effectiveness [6]. In such a plan, regardless of the 

network volume, the forwarding conclusion is resolute entirely based on the position of every 

node and it can be complete yet when there are asymmetrical data lines range and localization 

error. in recent times, the research center of geographic routing is centering on WSNs with 

duty-cycles, ever since duty-cycled WSNs have a usual benefit of saving energy by dynamically 

putting nodes to sleep and wake them according to several sleep scheduling algorithms [7]ς

[10]. additionally, nearly all existing works about geographic routing in duty-cycled WSNs [18]ς

[21] try to change the geographic forwarding mechanism in the direction of contract with the 

dynamic topology caused by some nodes being cycled off or going to sleep mode. On behalf of 

instance, it is suggested in [18] to wait for the appearance of the projected forwarding 

successor first and choose a backup node if the initial mechanism fail. In [19], the sensor field is 

sliced into several k-coverage fields, and then several always-on come together heads are 

selected to assemble the data from their near sensors and at last transmit all data to the sink. 

Apart from the connected-k neighborhood (CKN) sleep scheduling algorithm projected in [22] 

and the geographic routing oriented sleep scheduling (GSS) algorithm existing in [23], a small 

amount of research works have tackled the node availability ambiguity issue in duty-cycled 

WSNs from the analysis of sleep scheduling. This article addresses the presented sleep 

scheduling difficulty in duty-cycled WSNs with portable nodes employing geographic routing 

and in future we recommend two geographic-distance-based connected-k neighbor-hoods 

(GCKN) sleep scheduling algorithms. 

II. Brief Literature Survey 

In order to save energy utilization in redundant states, low duty-cycled process is commonly 

used In Wireless Sensor Networks (WSNs), where all nodes from time to time switches among 

sleeping mode and awake mode. even though efficient toward reduction energy, duty-cycling 

causes various challenges, such as complexity in neighbor detection due to asynchronous 

wakeup/sleep scheduling, time-varying transmission latencies appropriate to unreliable 

neighbor discovery latencies, and complexity on multi-hop distribution appropriate to non-

simultaneous get up in neighborhood. This paper focuses on this difficulty space. Particularly, 

we focal point on three co-related problems in duty-cycled WSNs: wakeup scheduling, routing 

and distribution. We recommend an asynchronous quorum-based wakeup scheduling plan, 

which optimizes assorted energy saving ratio and achieves surrounded neighbor discovery 

latency, without requiring time synchronization. Our explanation is based on quorum system 
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design. We recommend two designs: cyclic quorum system pair (cqs-pair) and grid quorum 

system pair (gqs-pair). We also present fast offline building algorithms for such designs. Our 

diagnostic and experimental results show that cqs-pair and gqs-pair realize better trade-off 

between the standard discovery delay and energy utilization ratio. We also learn asymmetric 

quorum-based wakeup scheduling for two-tiered network topologies for additional civilizing 

energy efficiency.Various duty-cycling cause transmission latencies to be time-varying. Hence, 

the routing difficulty becomes extra difficult when the time domain must be considered for 

data deliverance in duty-cycled WSNs. We invent the routing problem as time-dependent 

Bellman-Ford problem, and use vector demonstration for time-varying link costs and end-to-

end (E2E) distances. We present proficient algorithms for route building and continuation, 

which has bounded time and message complexities in the worst case by ameliorating with -̡

synchronizer. Multi-hop transmit is complex in duty-cycled WSNs due to non concurrent 

wakeup in neighborhoods. We present Hybrid-cast, an asynchronous multi-hop transmit 

protocol, which can be apply to low duty-cycling or quorum-based duty-cycling schedules, 

where nodes send out a beacon message at the opening of wakeup slots. Hybrid-cast achieves 

superior tradeoff among transmit latency and transmit count compared to preceding broadcast 

solutions.  

It adopts opportunistic data delivery in order to reduce the broadcast latency. Meanwhile, it 

reduces redundant transmission via delivery deferring and online forwarder selection. We 

analytically establish the upper bound of broadcast count and the broadcast latency under 

Hybrid-cast. To verify the feasibility, effectiveness, and performance of our solutions for 

asynchronous wakeup scheduling, we developed a prototype implementation using Telosb and 

TinyOS 2.0 WSN platforms. We integrated our algorithms with the existing protocol stack in 

TinyOS, and compared them with the CSMA mechanism. Our implementation measurements 

illustrate the feasibility, performance trade-off, and effectiveness of the proposed solutions for 

low duty-cycled WSNs. Designing an energy efficient algorithm is one of the most important 

challenges in wireless sensor networks (WSNs). In this paper, we present a node sleeping 

algorithm based on the minimum hop routing protocol to minimize energy consumption. The 

proposed scheme divides all the nodes except the sink node into terminal nodes and 

intermediate nodes according to their different functions. Terminal nodes only collect data 

while intermediate nodes not only collect data but also forward them. Accordingly, our scheme 

adopts different sleep and wake-up strategies to the two types of nodes. To evaluate its 

performance, we compare it with the scheme in which nodes do not sleep, in terms of network 

lifetime, average remaining energy and packet delivery ratio. Simulation results show that our 
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proposed node sleeping algorithm can reduce the energy consumption and extend the network 

lifetime. 

Sleep scheduling is a widely used strategy for saving the energy of sensor nodes and prolonging 

the lifetime of a wireless sensor network (WSN). The lower the duty cycle is the longer the 

network lifetime will be. However, sleep scheduling brings great challenges to the design of 

efficient distributed routing protocols for multi-hop duty-cycled WSNs. This issue has attracted 

much attention and various routing protocols have been proposed. In this article we first 

summarize the fundamental issues in the design of routing protocols for such networks, and 

then classify existing protocols based on different design criteria. We then present a survey of 

state-of-the-art routing protocols in this area. We illustrate how different protocols work and 

discuss their merits and deficiencies. Finally, we point out some future directions for routing in 

duty-cycled wireless sensor networks. We study a routing problem in wireless sensor networks 

where sensors are duty-cycled. When sensors alternate between on and off modes, delay 

encountered in packet delivery duty loss in connectivity can become a critical problem, and 

how to achieve delay-optimality is non-ǘǊƛǾƛŀƭΦ CƻǊ ƛƴǎǘŀƴŎŜΣ ǿƘŜƴ ǎŜƴǎƻǊǎΩ ǎƭŜŜǇ ǎŎƘŜŘǳƭŜǎ ŀǊŜ 

uncoordinated, it is not immediately clear whether a sensor with data to transmit should wait 

for a particular neighbor (who may be on a short route) to become available/active before 

transmission, or simply transmit to an available/active neighbor to avoid waiting. To obtain 

some insight into this problem, in this paper we formulate it as an optimal stochastic routing 

problem, where the randomness in the system comes from random duty cycling, as well as the 

uncertainty in packet transmission due to channel variations. Similar framework has been used 

in prior work which results in optimal routing algorithms that are sample-path dependent, also 

referred to as opportunistic in some cases.  

We show such algorithms are no longer optimal when duty cycling is introduced. We first 

develop and analyze an optimal centralized stochastic routing algorithm for randomly  

Duty-cycled wireless sensor networks, and then simplify the algorithm to work with only local 

information. We further develop a distributed algorithm utilizing only local sleep/wake 

information of neighbors. This algorithm is shown to perform better than some existing 

distributed opportunistic routing algorithms such as ExOR. Geographic routing is centring on 

WSNs with duty-cycles, since duty- cycled WSNs have a natural advantage of saving energy by 

dynamically putting nodes to sleep and waking them according to some sleep scheduling 

algorithms .However, nearly all these works overlook one important fact that sensors can 

actually be mobile to gain better energy efficiency, channel capacity, etc., and enable a lot of 

new application scenarios. 
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a. Dynamic Switching-based Data Forwarding for Low-Duty-Cycle Wireless Sensor Networks-In 

this work, recommend a dynamic switch-based forwarding (DSF) plan for mainly low duty-cycle 

sensor networks, which addresses the combined result of changeable radio associations and 

sleep latency in data forwarding. We derive a circulated model for data delivery ratio (EDR), E2E 

delay (EED), and energy consumption (EEC) at individual nodes and optimize the forwarding 

action in terms of these three metrics. To estimate the presentation of DSF, we have fully 

implemented the DSF in a network of 20 MicaZ motes and performed extensive replication with 

a variety of network configurations. The results demonstrate that DSF extensively improves 

source-to-sink communication over frequent state-of-the-art solutions in low duty-cycle sensor 

networks with unpredictable broadcasting associations. 

b. A Metric for Opportunistic Routing in Duty Cycled Wireless Sensor Networks in this work 

recommend that launch a novel routing metric, projected Duty Cycled wake-ups (EDC), for 

opportunistic routing in duty cycled WSNs. dropping  distribution duty-cycles directly impacts 

the key resource in battery-powered sensor networks: the severely limited energy supplies. We 

accepted key properties of EDC as routing metric and showed that it can be computed 

distributed and leads to a loop free topology. Comparison with a detailed analytical model 

predictable that EDC is an ideal. 

c. A Geographic Routing Oriented Sleep Scheduling Algorithm in Duty-Cycled Sensor Networks. 

The scalability and efficiency of geographic routing algorithms make geographic routing 

algorithms have the great potential to become the most promising routing scheme in wireless 

sensor networks (WSNs). With duty-cycling, geographic routing algorithms are supposed to 

have one more advantage, which is saving energy consumption. However, duty-cycled WSNs 

may raise significant latency issues and most research work try to handle this problem by 

adjusting the geographic forwarding method except the connected-k neighborhood (CKN) sleep 

scheduling. In this paper, we identify ǘƘŜ ŦƛǊǎǘ ǘǊŀƴǎƳƛǎǎƛƻƴ ǇŀǘƘΩǎ ǇŜǊŦƻǊƳŀƴŎŜ ƻŦ ǘƘŜ ǘǿƻ-

phase geographic greedy forwarding (TPGF) in a CKN based WSN and propose another sleep 

scheduling algorithm named geographic routing oriented sleep scheduling (GSS) to decrease 

the length of the first transmission path searched by TPGF in duty-cycled WSNs. Theoretical and 

simulation analysis about the GSS algorithm are presented and they reveal that: the GSS 

algorithm can own a better first transmission path in contrast With the original CKN and the 

total energy consumption to transmit data with the explored path of GSS may even be less than 

that of CKN under high data traffic. 

d. An Energy Efficient Distance-Aware Routing Algorithm In this work, suggest that an energy 

efficient distance-aware routing algorithm with multiple mobile sinks for WSNs to improve 
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network performance in terms of energy consumption and network lifetime. We first compare 

the residual energy of sensor network respectively using our proposed routing algorithm and 

LEACH, and find that mobile sink nodes clearly contribute to energy efficiency. Then we further 

study the network performance with different mobile sink numbers and different sojourn 

location selections. Through extensive experimental analysis, we see that mobile sink nodes can 

greatly improve energy efficiency and prolong network lifetime. In our proposed routing 

algorithm, ǎƻƧƻǳǊƴ ƭƻŎŀǘƛƻƴ ƛǎ ŎƘƻǎŜƴ ŦǊƻƳ ǇŀǊƪƛƴƎ Ǉƻǎƛǘƛƻƴǎ ŘŜǘŜǊƳƛƴŜŘ ōȅ ǘƘŜ ƴƻŘŜǎΩ 

distribution and transmission range. In order to ensure completeness and correctness of 

forwarded data packets, relay sensors are selected based on the distance factor and energy 

factor. Besides, if a certain transmission link fails, a substitute forwarding sensor node is 

selected depending on the link cost between sensor nodes.  

In order to alleviate the hot spot problem and further balance the energy consumption, we use 

mobile sink nodes for data collection. However, all the experiments are conducted in an ideal 

environment, and it lacks a comparison of our proposed routing algorithm with some existing 

algorithms or protocols using mobile sink nodes. In this paper, we mainly put the emphasis on 

the study of the number of mobile sink nodes and parking position selection. The influence of 

different sink moving speeds on network performance is not analyzed. In the future, we will 

further study several known routing algorithms or protocols using multiple mobile sink nodes, 

and discuss the influence of sink moving speed and movement trajectory on packet delivery 

delay, energy consumption and network lifetime. Besides, to effectively organize and manage 

sensor nodes, we will study how to combine clustering technology with sink mobility 

technology so that network performance can be further improved. 

e. Energy-Efficient Duty Cycle Assignment for Receiver-Based Converge cast in Wireless Sensor 

Networks In this paper, we derived the duty cycle for a node as a function of its distance to the 

sink to minimize expected energy consumption for converge cast traffic patterns and receiver 

based routing. Based on our analysis, we developed two duty cycle assignment algorithms. 

Simulation results show that both methods decrease energy consumption compared with the 

constant duty cycle method by up to 32% for the scenarios investigated. The traffic-adaptive 

distance-based duty cycle assignment method achieves energy improvements without 

sacrificing from the latency and throughput significantly. The analysis can be extended as future 

work to improve the performance of distance-based duty cycle assignment in heavy traffic 

scenarios, by taking the packet collisions and contention into account. 

The main contributions of this paper are summarized as follows. 
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This paper is a pioneering work existing and analyzing sleep scheduling algorithms for 

geographic routing in duty-cycled mobile WSNs, which take full advantages of both duty cycling 

and sensor mobility and comparison of each algorithm with previous one.  

Specifically, this work proposes two GCKN algorithms, which effectively extend existing 

geographic routing algorithms designed for static WSNs into duty-cycled mo-bile WSNs by 

applying sleep scheduling. The GCKNF sleep scheduling algorithm is designed to explore shorter 

first transmission paths for geographic routing in duty-cycled mobile WSNs. The GCKNA sleep 

scheduling algorithm aims at shortening all routing paths for multipath transmissions in duty-

cycled mobile WSNs. These GCKN algorithms incorporate the connected-k neighbor-hood 

requirement and geographic routing requirement to change the asleep or awake state of sensor 

nodes.  

For the rest of this paper, Section II reviews the basic idea and related work about geographic 

routing and sleep scheduling. The detailed designs and theoretical analysis of the GCKN 

algorithms are presented in Section III. Section IV evaluates the performance of the GCKN 

algorithms. Section V concludes the paper. 

III.RELATED WORK 

A. Geographic Routing  

The fundamental idea of geographic routing is greedy routing. Particularly, all packets are 

tagged with the coordinates of its target; all nodes know their own coordinates, and a node 

forward the packet to its neighbor that is geographically nearby to the target. 

The most primitive suggestion for geographic routing is in [24], which has a local smallest 

problem in that a node may have no closer neighbor to the target. For this reason, face routing 

[1] and its variants are projected to use geometric rules (e.g., right hand rule) to route around 

voids near the local smallest in case it happens. However, these algorithms need converting the 

network into a planar graph (e.g., [25]) or removing the challenging cross links from the 

network (e.g., [3]), which are not very appropriate in practical conditions [26]. Furthermore, 

there is also an entire problem in geographic routing, in that a hole can be formed by a set of 

dead sensor nodes running out of energy or being damage. 

To solve this problem, some research works (e.g., [27]) try to recognize the whole edge nodes 

first and then use these boundary nodes to avoid the break. Others (e.g., [28]) try to use 

geometric modeling to discover an optimized hole-bypassing routing pathway. Recently, by 

using a step back and mark strategy when it cannot find the next-hop node, a two-phase 



Research Article                             Impact Factor: 4.226                                   ISSN: 2319-507X                                                                                                     
Pratik R. Mantri, IJPRET, 2015; Volume 3 (7): 1-18                                                          IJPRET 
 

 
 

Available Online at www.ijpret.com 
 
 

8 

geographic forwarding (TPGF), which does not have the local minimum or the hole problem, is 

shown in [29]. With a label-based optimization method, TPGF can optimize the routing paths by 

finding one with the least number of hops. However, all these works only consider WSNs with 

static nodes. Recently, many opportunistic routing protocols [18], [19], [30], [31]) have been 

proposed to extend geographic routing to duty-cycled WSNs. They all try to attain this goal by 

dynamically choosing the forwarding node based on the best potential node that can transmit 

packets. Specially, these protocols typically take into account such factors as link ambiguity to 

adapt routing consequently. However, a small amount of of these works address the local 

minimum or hole problem, and nearly all these works do not consider the situation that sensor 

nodes can be mobile.    

B. Sleep Scheduling 

The fundamental mechanism for sleep scheduling is to select a subset of nodes to be wide 

awake in a given period while remain nodes are in the sleep state that minimize power 

utilization so that the overall energy utilization can be reduced. Presented mechanism on sleep 

scheduling in WSNs mainly focus on two targets: point coverage and node coverage. For point 

coverage (also known as spatial coverage), the awake nodes in each time are chosen to cover 

up every point of the deployed field. Presented point coverage oriented algorithms vary in their 

sleep scheduling goals: minimizing energy consumption [7], or minimizing average event 

detection latency [8]. For node coverage (also called network coverage), awake nodes are 

preferred to construct a globally connected network such that each asleep node is an 

immediate neighbor of at least one awake node [32], [33]. However, all these works usually 

focused on the medium access layer of static WSNs with static nodes. 

The only latest works addressing sleep scheduling in duty-cycled WSNs employing geographic 

routing are the CKN scheme proposed in [22] and the GSS method presented in [23]. CKN is a 

sleep scheduling method providing node coverage and a probabilistic point coverage, which 

tunes the number of awake nodes in the network by changing the value of k in CKN. GSS is 

based on CKN and differs from CKN only by making the prospective nearest neighbor nodes to 

the sink to be awake. However, both CKN and GSS do not consider the scenarios in which 

sensor nodes can be mobile, and both CKN and GSS conclude the awake or asleep state of each 

node based only on a arbitrary rank, which may keep awake many nodes far away from the 

destination and thus degrade the presentation of geographic routing. 

IV.GCKN ALGORITHMS 

A. Network Model  
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We consider a multi-hop WSN with N sensor nodes, which can be modeled by a communication 

graph G = (n, l), where n = {u1, u2. . . un } is the set of normal sensor nodes excluding the source 

and the sink node and l is the set of links. The default broadcast radius of each sensor is tr and 

the maximum broadcast radius of each sensor is trm. The source and sink are always-on and 

both implicit to have indefinite energy supplies. The sink or a normal sensor can move to a 

randomly selected location with a randomly selected speed within the WSN edge and it will 

pause for a time phase after it reaches the selected place, according to the arbitrary waypoint 

model in [34]. Normal sensors can dynamically modify states between asleep and awake. Two 

sensors are neighbors if they are within the broadcast range of each other and a link l (n, v)  ɴl if 

nodes n and v can correspond with each other directly without relaying. Two sensors are two-

hop neighbors if l(n, v)  ɴl and there exists another node w satisfying l(n, w)  ɴL, l(w, v)  ɴl, or l(v, w)  ɴ

l, l(w, n)  ɴl. 

B. Assumptions 

We assume that each node know its own position by using a Global Position System (GPS) 

receiver or a few mobility-based localization algorithm. We further suppose that each node also 

knows the position of the source and sink nodes by flooding or opportunistic flooding [31]. 

Particularly, as each sensor knows its own position, if the sink is static and normal sensor nodes 

are movable, the sink position information only needs to be flooded once. If the sink is movable 

and normal sensor nodes are static, the sink position in order needs to be flooded when it 

moves to a new position. 

C. Design Factors 

For both GCKNF and GCKNA, we incorporate the connected-k neighborhood condition and 

geographic routing condition in their designs. 

Exclusively, we consider the following six factors for both GCKNF and GCKNA. 

1) A node supposed to go to sleep assuming that at least k of its neighbors will stay awake so 

as to save energy as well as keep it k-connected.  

2) The asleep or awake status of nodes should be acceptable to change among epochs so that 

each and every one node can have the chance to sleep and avoid staying awake the entire  

time, thus distributing the sensing, processing, and routing tasks transversely the network 

to extend the network life span.  
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3) Even if each node decides to sleep or wake up locally, the entire network should be globally 

connected so that data transmissions can be performed.  

4) Each node should have sufficient initial neighbors [32], in order to make it easier for the 

node to convince the connected-k neighborhood condition; thus, it is more likely to be 

asleep after sleep scheduling. For GCKNF, which emphasizes the first broadcast path of 

geographic routing, we further take the following factor into account. 

The neighbor of each node, which is closest to sink, 

5) Should be awake so that geographic routing can make use of these nearest neighbor nodes 

to make the initial broadcast path as short as possible. For GCKNA, which considers all 

broadcast paths, we further take the following factor into consideration.  

For each node, as many as feasible of its neighbor nodes that are closer to the sink should be 

awake so that geographic routing can make all communication paths as short as achievable. 

6) In distinguish with CKN and GSS, the fourth design factor of both GCKNF and GCKNA is the 

further consideration that makes it easier for each node to satisfy the connected-k 

neighborhood condition during sleep scheduling. In addition, the fifth design factors for both 

GCKNF and GCKNA to meet the geographic routing condition in case they encounter movable 

sensor nodes or mobile sinks are unnoticed by the CKN and GSS schemes. 

D. GCKN Algorithms 

The pseudo code of GCKNF and GCKNA is shown below. Particularly, in GCKNF, each node sends 

probe packets to its neighbor nodes and receives the ACK packet from its neighbor nodes (Step 

1 of the first part of GCKNF). With that, all node calculates whether it presently satisfies the 

connected-k neighborhood condition or not (Step 2 of the first part of GCKNF). If it previously 

belongs to a connected-k neighborhood or its broadcast radius is the maximum, the node 

maintains its broadcast radius. Otherwise, the node increases its transmission radius until the 

connected-k neighborhood appears (Step 3 of the first part of GCKNF) [38]. In the second part 

of GCKNF the geographic locations (e.g., gn) of each node u and the sink are obtained (Step 1 of 

the second part of GCKNF) and the every ƴƻŘŜΩǎ ƴŜƛƎƘōƻǊ ǘƘŀǘ ƛǎ adjacent to sink is recognized 

(Step 3 of the second part of GCKNF). In the third part of GCKNF, a arbitrary rank rankn of each 

node n is chosen (Step 1 of the third part of GCKNF) and the division Cn of nΩ s presently awake 

neighbors having rank > ranku is computed (Step 5 of the third part of GCKNF). Before n can go 

to sleep, it wants to ensure that 1) every single one nodes in Cn are associated by nodes with 
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rank < rankn, 2) each of its neighbors has at least k neighbors from Cu, and 3) it is not the 

neighbor node next to the sink for any other node (Step 6 of the third part of GCKNF). 

In GCKNA, all node n also sends a probe packet to every neighbor node and receives the 

consequent ACK packet (Step 1 of the first part of GCKNA). Then, whether it presently belongs 

to a connected-k neighborhood is also checked (Step 2 of the first part of GCKNA). The 

broadcast radius of the node is increased if the connected-k neighborhood condition is not 

fulfilled and the broadcast radius is maintained if the nodes form a connected-k neighborhood 

or the broadcast radius is already the maximum (Step 3 of the first part of GCKNA) [34]. In the 

second part of GCKNA, the geographic distance among itself and the sink g rankn is picked (Step 

1 of the second part of GCKNA) and the division Cn of nΩǎ ǇǊŜǎŜƴǘƭȅ awake neighbors having g 

rank< g ranku is computed (Step 5 of the second part of GCKNA). Before u can go to sleep, it 

needs to make sure that 1) all nodes in Cn are connected by nodes with g rank < g rankn and 2) 

all of its neighbors has at least k neighbors from Cn (Step 6 of the second part of GCKNA). 

E. Analysis of GCKN Algorithms  

Theorem: Node n will have at least min (k, on) awake neighbors after running GCKN algorithms, 

if it has on neighbors in the original network. 

Proof: If on < k, all of nƻΩǎ neighbors should keep alert (Step 4 of the third part of GCKNF or Step 

4 of the second part of GCKNA) and the node will have on alert neighbors. or else, when on җ k, 

we prove the theorem by contradiction [22], [23]. Assume that node n will not have at least k 

wide awake neighbors after running GCKN algorithms, i.e., we can suppose that the iΩǘƘ ƭƻǿŜǎǘ 

ranked (for GCKNF) or g ranked (for GCKNA) neighbor v of n, i Җ k, decide to sleep. Then Cn will 

have at most i ҍ 1 nodes that are neighbors of n. But since ƛ ҍ 1 < k, v cannot go to sleep 

according to the Step 6 of third part of GCKNF or Step 6 of second part of GCKNA. This is a 

contradiction. In other words, the k lowest g ranked neighbors of n will all remain awake after 

running the algorithm, and hence, n will have at least k conscious neighbors. 

Theorem 2: Running GCKN algorithms produce a connected-network if the original network is 

linked. 

Proof: We show that this theorem by negation [22], [23]. Assuming that the output network 

after running GCKN algorithms is not connected. Then, we locate the deleted nodes (asleep 

nodes decided by GCKN algorithms) back in the network in ascending order of their position 

(for GCKNF) or g ranks (for GCKNA), and let n be the initial node that makes the network linked 

again. Note that by the instance we put n back, all the members of Cn are already there and 
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nodes in Cn are already connected since they are connected by nodes with rank < rankn (for 

GCKNF) or g rank < g rankn (for GCKNA). Let v be a node that was disconnected from Cn but now 

gets connected to Cn by n. But this contradicts the fact that n can sleep only if all its neighbors 

(including v) are linked to җ k nodes in Cn (Step 6 of third part of GCKNF or Step 6 of second part 

of GCKNA). 

Theorem: GCKN sleep scheduling-based WSN can offer as short as possible broadcast path 

explored by geographic routing when there are mobile sensor nodes. 

Proof: We prove this by analyze the resultant topology after running GCKNF or GCKNA. With 

reference to GCKNF, given that there is a network Ngcknf resulting from GCKNF, based on the 

algorithm appearance of GCKNF, we can realize that the neighbor node that is contiguous to 

the sink for any node will be among the awake nodes of the Ngcknf (Step 6 of the third part of 

GCKNF). In other words, no subject which node the geographic routing chooses to be the first 

forwarding node, all successor nodes closest to sink can be utilized by the geographic routing. 

Thus, the length of the first broadcast path explored by geographic routing can be as small as 

possible. 

Concerning GCKNA, suppose that there is a network Ngckna formed by GCKNA. From the 

algorithm explanation of GCKNA, we can conclude that for any node, say n, if it determines to 

be asleep, it must make sure that either 1) ƛǘΩǎ all awake 1-hop neighbor nodes are linked by 

themselves with  g rank < g rankn or associated by their two-hop neighbor nodes with g rank < 

g rankn; 2) several of its awake one-hop neighbor nodes should have at least k neighbor nodes 

from the subset of the one-hop neighbor nodes with g rank < g rankn (Step 6 of the second part 

of GCKNA). This means that compared with the asleep nodes, the awake nodes generally have 

nearer geographic distance to the sink. In other words, geographic routing can have access to 

as many as possible closer neighbor nodes to the sink under the priority of network 

connectivity after sleep scheduling. Thus, the length of all broadcast paths search by geographic 

routing can also be as small as possible. 

V. PERFORMANCE EVALUATIONS 

A. Evaluation Setup 

To calculate the presentation of the projected GCKN algorithms when apply geographic routing 

into duty-cycled mobile WSNs, we perform widespread simulations in NetTopo. We use TPGF as 

our geographic routing due to the unique desirable characters of TPGF in dealing with the local 

bare minimum or whole difficulty as well as the shortest and multipath broadcast prosperities 
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of TPGF, which are introduce in Section II. We match up to the presentation of the projected 

GCKN algorithms with CKN and GSS, since CKN and GSS are the only other sleep scheduling 

algorithms focus on geographic routing in duty-cycled WSNs, which is also illustrate in Section 

II. The presentation metric is the lengths of the broadcast paths searched by TPGF in duty-

cycled WSNs employing GCKN, CKN, and GSS, as the length of 

TABLE I 

 

EVALUATION PARAMETERS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Evaluation Results 

A snapshot of the first transmission path from the source node to the sink node explored by TPGF in a 

GCKNF-based WSN when the sink is at different locations is shown in Fig. 1. An example of all 
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transmission paths from the source node to the sink node explored by TPGF in a GCKNA-based WSN 

when the sink is at different locations is presented in Fig. 2. 

 

 

 

 

 

 

 

 

 

  

Fig.1. Snapshot of the first transmission path from source node (red color) to the sink node (green 

color) explored by TPGF in a GCKNF-based WSN. The source node is at location (50, 50) and the sink 

node is at locations (400, 300), (50, 550), (400, 550), and (750, 550) in (a), (b), (c), and (d), respectively. 

There are 500 sensor nodes and the k in CKN is 1. The black nodes are asleep and the blue nodes are 

awake 

In addition, the network life span of WSNs employing GCKN, CKN, and GSS based are also observed to 

ensure whether GCKN degrades the network life span. 

For both GCKNF and GCKNA, the detailed simulation parameters are shown in Table I. The network 

range is 800 × 600 m2. The number of deployed sensor nodes ranges from 100 to 1000 (each time 

enlarged by 100) and the value of k in CKN is changed from 1 to 10 (each time enlarged by 1). The 

default broadcast radius of each node is 60 m, and the maximum broadcast radius of each node is 120 

m. There is one steady starting place node deployed at location (50, 50) and we consider two mobility 

cases: 1) the sink is still at position (750, 550) and all normal sensor nodes randomly move a random 

number among 100 to 1000 times; 2) all normal sensor nodes are fixed and the sink moves a arbitrary 

number between 10 and 100 times in 100 different network topologies. The mobility model in both 

cases is the random waypoint model illustrated in Section III. In addition, the initial energy of each 

normal node is 100 000 mJ. The energy consumption of a sensor by transmitting, receiving one byte and 

transmitting amplifier are 0.0144 mJ, 0.00576 mJ, and 0.0288 nJ/m2, respectively [23]. Each packet is 12 
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bytes long, and each node transmits 1000 packets for each time epoch which is 1 min. Geographic 

routing transmission path is widely used to estimate the transmission time, transmission delay, etc. [40]. 

 

 

 

 

 

 

Fig.2.Example of all transmission paths from source node (red color) to the sink node (green color) by 

TPGF in a GCKNA-based WSN. The source node is at location (50, 50) and the sink node is at location 

(400,300), (50, 550), (400, 550), and (750, 550) in (a), (b), (c), and (d), respectively. There are 500 

sensor nodes and the k in CKN is 1. The black nodes are asleep and the blue nodes are awake. 

VI. CONCLUSION 

In this term paper, we have comparatively studied different protocol and geographic routing in duty-

cycled mobile WSNs and proposed two geographic-distance-based connected-k neighborhood (GCKN) 

sleep scheduling algorithms for geographic routing schemes to be useful into duty-cycled mobile WSNs 

which can integrate the improvement of sleep scheduling and mobility. The initial geographic-distance-

based connected k-neighborhood for first path (GCKNF) sleep scheduling algorithm minimize the length 

of first transmission pathway explored by geographic routing in duty-cycled mobile WSNs. The next 

geographic-distance based connected k-neighborhood for all paths (GCKNA) sleep scheduling algorithm 

reduce the length of all path searched by geographic routing in duty-cycled mobile WSNs. In duty-cycled 

mobile WSNs, from the view of sleep scheduling, GCKNF and GCKNA do not require the geographic 

routing to change its original geographic forwarding mechanism, and they both consider the connected-

k neighborhood requirement and geographic routing condition to modify the asleep or awake state of 

sensor nodes. Detailed design of GCKNF and GCKNA as well as further theoretical study and valuation 

with respect to GCKNF and GCKNA has been shown in this paper. They show that GCKNF and GCKNA are 

very efficient in shortening the length of the communication path explored by geographic routing in 

duty-cycled mobile WSNs compare with the CKN sleep scheduling algorithm and the GSS algorithm. Our 

work has shown that sleep scheduling is a valuable research bearing to adapt geographic forwarding 

methods into duty-cycled mobile WSNs. 
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